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In their purchase decisions, online customers seek to improve decision quality while limiting search efforts. In
practice, many merchants have understood the importance of helping customers in the decision-making pro-

cess and provide online decision aids to their visitors. In this paper, we show how preference models which are
common in conjoint analysis can be leveraged to design a questionnaire-based decision aid that elicits customers’
preferences based on simple demographics, product usage, and self-reported preference questions. Such a system
can offer relevant recommendations quickly and with minimal customer input. We compare three algorithms—
cluster classification, Bayesian treed regression, and stepwise componential regression—to develop an optimal
sequence of questions and predict online visitors’ preferences. In an empirical study, stepwise componential
regression, relying on many fewer and easier-to-answer questions, achieved predictive accuracy equivalent to a
traditional conjoint approach.
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1. Introduction
Customers search and process information in order
to choose which product or service to buy from
the many available options. Researchers have long
acknowledged that when searching, customers do
not necessarily attempt to find the optimal solution
(Wright 1975). Due to the number of alternatives,
the complexity of comparing alternatives on multiple
dimensions, time pressure, customers’ limited infor-
mation processing capabilities, and cognitive efforts
associated with decision making, customers rarely
process all available information when choosing an
alternative: The incremental utility of a better-than-
good alternative might not justify the additional time
and “thinking costs” necessitated by the task (Shugan
1980). In other words, “consumers may often have to
compromise between optimizing eventual consump-
tion benefits and reducing the strains of decision
making” (Wright 1975, p. 62). Hence, identifying sat-
isfactory alternatives may suffice—a process referred
to as “satisficing” (Simon 1957).

On the Internet, where customers are known to be
impatient (Banister 2003) and where available infor-
mation is often overabundant, the trade–off between
search costs and decision quality might very well
be exacerbated. It is therefore crucial for e-commerce
Web sites to recognize this problem and to offer rec-
ommender systems to help their visitors search their
catalogs of offers more efficiently.
In their attempt to help customers make their deci-

sion process as efficient as possible, researchers and
online merchants have developed a variety of strate-
gies (such as featuring stores in e-marketplaces; see
He and Chen 2006) and online decision aids (such as
collaborative filtering, information filtering, decision-
support systems, etc.; see next section). Consider these
two recent and well-publicized examples: (1) Netflix
(2006) announced a $1,000,000 prize to researchers
who could substantially improve the accuracy of their
movie recommendation system; (2) Wal-Mart had
to publicly apologize after its retail Web site made
offending movie suggestions such as recommending
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DVDs with an African American theme to consumers
browsing “Planet of the Apes” DVDs (The Washington
Post 2006).
This paper investigates a particular type of system:

questionnaire-based decision aids, whose purpose is to
elicit customers’ preferences through a sequence of
easy-to-answer questions while requiring little prior
information. Currently this approach is used mainly
to screen out alternatives rather than to fully assess
customers’ preferences. Our goal here is to com-
pare alternative ways of embedding a preference
model, such as those used in conjoint analysis, in
questionnaire-based decision aids in order to weight
and rank rather then screen alternatives. Our work
is in line with that in the computer science liter-
ature to incorporate preference models in multiat-
tribute decision-making recommender systems (Choi
et al. 2006, Weng and Liu 2004). The computer science
work has not incorporated the insights from the lit-
erature on conjoint analysis, preference models, and
preference elicitation procedures, and falls short of
addressing how consumers actually make purchas-
ing decisions. In this paper, we leverage the ability of
conjoint analysis to represent customers’ preferences
in building an efficient questionnaire-based recom-
mender system, while avoiding both the complexity
and the traditional customer burden associated with
lengthy conjoint analysis data collection. To be use-
ful, we seek a system that satisfies the following
requirements:
• Customer input should be minimal.
• The method should not require prior knowledge

about the customer.
• Product-category expertise should not be needed

to use the recommender system.
In the next section, we review the available types

of recommender systems and discuss how question-
naire-based methods complement existing ones. Then,
we discuss how conjoint analysis can be used to build
more efficient questionnaires and present three com-
peting methods that use the results of a conjoint study
conducted ex ante to develop an optimal sequence
of questions to elicit customers’ preferences. We con-
duct an empirical test of the methods and find that
stepwise componential segmentation elicits customers’
preferences and makes quality recommendations that
compare favorably with those from a full profile con-
joint study after respondents answered only two sim-
ple questions. We conclude by discussing the results
and their theoretical and managerial implications.

2. Recommender Systems
Various types of online recommender systems have
been developed, and that variety reflects the hetero-
geneity of online visitors’ needs, search preferences,

and capabilities as well as the information available
to the Web site about its visitors that can be used to
make recommendations.
Collaborative filtering recommender systems (Resnick

and Varian 1997, Schafer et al. 2001) are “agents
that use behavioral or preference information to fil-
ter alternatives and make suggestions to a user”
(Ansari et al. 2000). Collaborative filtering draws on
a database of customers’ ratings, preferences, past
purchases, or browsing behavior to predict a vis-
itor’s affinity for items based on comparisons to
other customers with similar tastes (Konstan et al.
1997, Resnick and Varian 1997, Schafer et al. 2001,
Shardanand and Maes 1995). Typically, when a cus-
tomer browses a book at Amazon.com, a collaborative
filtering system parses the company’s database to pre-
dict what other books that customer might be inter-
ested in (i.e., “Customers who bought this book also
bought � � �”). This approach dynamically adapts the
recommendations it makes to the preferences of exist-
ing customers as revealed through their actual pur-
chases. However, to be efficient, such systems require
some information about visitors’ preferences and are
therefore not well-suited for first-time visitors. In
addition, collaborative filtering often “provides few,
if any, reasons for a recommendation” (Ansari et al.
2000, p. 363), and many collaborative filtering algo-
rithms act mainly as a “black box” (Herlocker et al.
2000). They are also notoriously sensitive to informa-
tion scarcity (Popescul et al. 2001) and can lead to
unwise recommendations in the absence of a suffi-
ciently large comparison base.
Customer decision support systems (CDSS) are sys-

tems that “connect a company to its existing or poten-
tial customers, providing support for some part of
the customer decision-making process” (O’Keefe and
McEachern 1998). Various screening tools based on
self-reported preferences and comparison matrices
fall into that category (Haubl and Trifts 2000). Early
developers assumed that by facilitating the manipu-
lation of information and expanding their informa-
tion processing capabilities, users of CDSS were likely
to compare more alternatives, evaluate them more
completely, and thus make better decisions (Hoch
and Schkade 1996). Although such predictions have
not always been confirmed, the use of CDSS in
online environments increases search efficiency and
choice quality (Haubl and Trifts 2000). However, most
CDSS assume that customers are willing and capa-
ble of comparing alternatives on those performance
dimensions that are relevant and important to them.
This assumption is questionable with complex, intan-
gible, or highly customizable products and where
customers’ expertise is low (Grenci and Todd 2002,
Huffman and Kahn 1998) or when potential cus-
tomers are impatient and unwilling to go through
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a time-consuming evaluation procedure. Under such
circumstances, it can be risky for a commercial Web
site to put such a burden on its visitors.
Questionnaire-based decision aids seek to mimic the

interactions between customers and sales represen-
tatives encountered in traditional brick-and-mortar
sales environments and are especially well-suited for
multiattribute decision-making products. Online visi-
tors’ preferences are elicited through a series of ques-
tions and the decision aid offers product or service
recommendations accordingly. For instance, “a car-
shopper may need to provide answers to such ques-
tions as what type, size, and features she prefers,
what price she can afford, whether luxury or economy
(lower cost, better fuel, etc.) is more important to her.
The system then searches its knowledge base for cars
that best satisfy these requirements” (Tran 2006, p. 2).
Such a system can recommend brand new or rarely
purchased products as long as they fit customer inter-
ests (Weng and Liu 2004), while collaborative filtering
requires a comparison base of past purchases to rec-
ommend items with confidence. DeLong et al. (2005)
emphasize the need to design efficient, dynamic ques-
tionnaires to identify the next most informative ques-
tion to ask, and acknowledge that nonexpert users
and new visitors are especially challenging to handle
due to the large knowledge gap that separates cus-
tomers’ needs and firms’ offers.
Bergmann et al. (2002) observe that most imple-

mentations are in the form of static and rather tech-
nical questionnaires, and draw on direct preference
elicitation procedures (e.g., product specifications)
rather than indirect questions (e.g., customer’s pro-
file, intended product usage). Such systems are
also referred to as rule-based information filtering sys-
tems (Kuflik et al. 2003), parametric search engines
(Kamis and Stohr 2006) or parameter-based inter-
faces as opposed to needs-based interfaces (Randall
et al. 2005). “[Such questionnaires] are a conve-
nient way for experts to express their product wish
in every detail but can be very hard to handle
for inexperienced customers” (Bergmann et al. 2002,
p. 8). One exception is MyProductAdvisor (http://
www.myproductadvisor.com) which, in addition to
technical requirement questions, asks a few intended
product usage questions (e.g., “I plan to use my new
computer often when I am traveling”). Recommen-
dations based on these intended product usage ques-
tions can be unsatisfactory.1

1 E.g., for laptop computers, the system asks six product intended
questions. We portrayed two radically different users; a mostly
sedentary, light user (“Applications for home/business and Web
browsing”), and a heavy user of media technologies (“Playing dig-
ital media,” “Editing digital media,” “Playing the latest games”).
Based solely on this information, MyProductAdvisor recommended

Questionnaire-based decision aids usually involve
option-screening rather than option-weighting mech-
anisms. With an elimination-by-aspects approach, the
user “narrows the set of alternatives, one attribute at a
time” (Kamis and Stohr 2006). With parametric search,
the user imposes upper and lower bounds for one or
more attributes while ignoring others (Hagen et al.
1999). In any case, alternatives are sequentially elim-
inated based on customers’ answers (stated prefer-
ences or constraints) until only a few options remain.
In the process, customers’ stated constraints might
become overly restrictive and the decision aid might
not be able to find products that satisfy them all,
resulting in an empty recommendation set. In the
absence of a customer’s preference model, the deci-
sion aid can not determine which constraints could
be relaxed with minimal impact on customer satisfac-
tion. The most common solution is then to ask the
customer to relax constraints until a nonempty rec-
ommendation set is generated. For instance, a restau-
rant recommendation system might not be able to
satisfy a customer’s request for a “fancy Italian restau-
rant within a 10 mile radius” (Johnston et al. 2001).
If the closest available alternatives were a casual
Italian restaurant nearby, a fancy French restaurant at
8 miles, and a fancy Italian restaurant at 11 miles, the
decision aid has no way of knowing which to suggest.
One approach is to relax constraints on neighborhood
specifications first (e.g., expand geographic limit from
10 to 15 miles), then relax whatever constraint leads
to the smallest set of alternatives (Chung 2004). In the
absence of a customer preference model, it is not clear
that the constraint chosen to be relaxed will lead to
the best recommendation. Given the difficulties such
decision aids pose, merchant Web sites such as Lycos
Shopping, MSN Shopping, Dealtime/Shopping.com,
and MySimon have abandoned this type of approach
(Kamis and Stohr 2006).
In the next section, we discuss how to build on

conjoint analysis preference models to design more
efficient and informative questionnaire-based deci-
sion aids. This approach follows Ansari et al.’s (2000)
observation that preference models used in market-
ing offer good alternatives to collaborative and infor-
mation filtering recommender systems when prior
behavioral data about an individual is sparse.

3. Methodology
Despite efforts to make preference elicitation proce-
dures quicker and more efficient (Sawtooth Software

five computers to each user; four of which were recommended in
both cases (80% of recommendation overlap, despite radically dif-
ferent user profiles). These recommendations produced a mismatch
between expressed needs and computers’ performance. This lack
of personalization highlights the potential for improvement in such
systems.
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Figure 1 Conjoint-Based Recommender System. We Propose a Three-Step Approach to Develop an Optimal Sequence of Questions to Elicit Online
Visitors’ Preferences and Make Optimal Recommendations Based on a Conjoint Study Conducted Beforehand

Data collection

Conjoint analysis:
• Preference elicitation

Consumer characteristics:

Model development

Preference models:

• What are the most informative
consumer characteristics
to predict preferences?

Online questionnaire

• Minimal number of
questions (demographics,

   intended use)
• No expertise required
• Predictions of preferences

Ex ante conjoint study and model building Dialogue in Web site

Optimal
recommendations

(sample)

• Demographics
• Intended product use

2002, Toubia et al. 2003), conjoint analysis still requires
considerable customer input and is usually impracti-
cal as the core of a recommender system. Neverthe-
less, conjoint analysis offers a useful way to model
customers’ preferences. Hence, we explore the possi-
bility that a conjoint study conducted beforehand on
a sample of customers can be leveraged to design a
recommender system capable of offering personal rec-
ommendations to online visitors with minimal inputs.
We employ the following approach (see Figure 1):
• We perform a conjoint analysis on a representa-

tive sample of individuals who, in addition to select-
ing, ranking, or rating a set of products, are also
asked to answer demographic, product usage, and
self-reported preference questions.
• We link respondents’ characteristics to their pref-

erences and we identify the most informative demo-
graphic and product usage questions.
• We use the results of this analysis to develop

an optimal sequence of questions to elicit customers’
preferences and make recommendations.
We now focus on the second stage of this ap-

proach—identifying the most efficient questions to
ask in order to elicit a customer’s preferences—and
discuss three competing methods to link individuals’
responses to their preferences in a way that can be
operationalized in an online questionnaire.

3.1. Cluster Classification
A natural approach is to follow a three-step, segmenta-
tion-targetinglike strategy similar to those commonly
implemented in direct marketing. After conducting
the conjoint study and collecting individual-level
responses (e.g., ratings, preferred choices, or pairwise
comparisons of conjoint profiles), (i) individuals’ pref-
erence partworths are estimated with standard esti-
mation procedures; (ii) respondents are then clustered
into segments of similar needs and preferences,
using either hierarchical or nonhierarchical meth-
ods (Green and Krieger 1991); and (iii) descriptor
variables or segmentation bases (e.g., demographics

characteristics, intended product usage, self-reported
preferences) are used to predict segment member-
ship of each individuals. We refer to these three steps
as the estimation, clustering, and classification stages,
respectively.
Within the context of a recommender system, the

classification procedure identifies the relevant ques-
tions to ask in order to determine to which seg-
ment an online visitor is most likely to belong. That
predicted segment membership is exploited to make
those recommendations best-suited for a typical mem-
ber of the identified segment.2

Although the estimation, clustering, and classifica-
tion procedures are usually envisaged separately, both
in academic (Green and Krieger 1991) and commer-
cial applications (Wittink et al. 1994), the combined
approach has the shortcoming of grouping respon-
dents based on possibly unreliable individual-level
estimates (the degrees of freedom at the individual
level being usually rather small). In addition, con-
joint models that are overparameterized at the indi-
vidual level can not be accommodated; respondents
must express their preferences (e.g., rating of choice
task) for at least as many profiles as there are attribute
levels to be estimated. Finally, segments are formed
regardless of their actual targetability, and the cluster-
ing and classification stages might achieve suboptimal
solutions because they try to maximize two separate
objective functions independently.
It has been suggested that traditional conjoint-

based segmentation could be improved by grouping

2 This approach shares many similarities with the work of
Kamakura and Wedel (1995; see also Balasubramanian and
Kamakura 1989, Singh et al. 1990), where (a) they administered
a lengthy lifestyle questionnaire, (b) found latent clusters in the
population of respondents, and (c) identified in the initial question-
naire the most informative questions to predict cluster membership,
hence reducing the data collection by 78% while recovering 73% of
the information. For our type of application, however, two differ-
ent data sets are involved: one to define and identify the clusters
(preference partworths from conjoint data) and another to assign
segment membership (questionnaire).
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Figure 2 Traditional Conjoint-Based Segmentation Usually Follows a Three-Stage Procedure

Partworth
estimation

Individual partworths
are estimated using

classic conjoint
estimation.

1
Clustering

Individuals are
clustered based on

similarities of
preference partworths.

2
Classification

Cluster membership is
predicted based on
segmentation bases
(e.g., demographics).

3

For methods grouping steps 1 and 2, see Hagerty (1985),
Kamakura (1988), DeSarbo et al. (1989), Wedel and
Kistmaker (1989), Wedel and Steenkamp (1989),
De Sarbo et al. (1992).

For methods grouping steps 1, 2, and 3 altogether, see
Gupta and Chintagunta (1994), Kamakura et al. (1994),
Wedel and Steenkamp (1991).

Notes. The three-stage procedure is as follows: (i) Individual preference partworths are estimated for each respondent. (ii) Individuals are grouped into
homogeneous segments based on preference partworth similarities (e.g., K means). (iii) Segment membership is predicted based on available descriptors
(e.g., discriminant analysis). Researchers have argued that grouping two or more steps together could increase overall performance.

two or more stages together. Figure 2 summarizes
these developments.
Researchers have developed various methods to

group the estimation and clustering stages into a one-
step procedure that optimizes a single objective func-
tion. Such methods include Q-factor analysis (Hagerty
1985), hierarchical clustering (Kamakura 1988), clus-
terwise regression (DeSarbo et al. 1989, Wedel and
Kistmaker 1989, Wedel and Steenkamp 1989) and
mixture regression methods (DeSarbo et al. 1992).
A Monté Carlo study (Vriens et al. 1996) showed
that, in out-of-sample predictive accuracy, none of
these methods outperformed the traditional, two-
step approach, which consists of separately esti-
mating individuals’ partworths and segmenting the
population. This finding can be explained by the
within-segment heterogeneity that affects all meth-
ods and their resulting performance similarly (Wedel
and Kamakura 2000). Therefore, although the above
methods differ greatly on other performance criteria
(Vriens et al. 1996), the actual method employed does
not significantly affect the out-of-sample predictive
accuracy of preference partworths based on segment
membership.
Other researchers have proposed methodologies to

group all three stages, estimation, clustering, and clas-
sification, into an integrated framework (Gupta and
Chintagunta 1994, Kamakura et al. 1994, Wedel and
Steenkamp 1991). While these algorithms have mer-
its, they are not suited for the application we address.
Because they draw simultaneously (as opposed to
sequentially) on all available descriptors to assign seg-
ment membership, these methods can not identify the
most informative questions to ask nor indicate the

order in which questions should be asked to best pre-
dict segment membership.
The same problem affects traditional classification

methods such as discriminant analysis or artificial
neural networks. These methods use all information
available simultaneously and therefore can not iden-
tify a sequence of questions to predict the most likely
cluster of preferences for an individual. A variant
of discriminant analysis, stepwise discriminant anal-
ysis, would seem to offer a potential solution but the
method has been criticized in the literature for poor
out-of-sample prediction (Huberty 1994, 1989).
The CART (classification and regression trees) algo-

rithm offers an interesting alternative (Breiman et al.
1984). CART sequentially splits a population (the par-
ent node) into child nodes, such that each child node
is populated with individuals as pure as possible in
terms of class membership. Then, each child node
becomes a parent node itself and is subsequently split
and so on, until a stopping rule is reached. The tree
is eventually pruned back based on a cost-complexity
criterion to reduce overfitting and enhance out-of-
sample predictive accuracy. Ideally, each end node
of the tree becomes perfectly pure; it contains indi-
viduals from only one segment, achieving a perfect
classification.
CART has several useful properties for the focal

application. First, the solution tree structure can read-
ily be translated into an optimal sequence of ques-
tions, each split pointing out the next best additional
bit of information. Second, two child nodes could be
expanded using two different splitting rules (i.e., sub-
sequent best splits might differ in the left and right
child nodes); hence, splits are locally optimal. Finally,
it is straightforward to make recommendations based
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on the tree’s structure: preferences of the segments
populating each node can be used directly for an out-
of-sample population.
For this research, we integrate the above methods

into the traditional, three-step approach as follows:
Estimation. Individual-level preference partworths

are first estimated using classical conjoint equations.
Clustering. Individual partworth estimates are then

clustered into preference segments. We favor a non-
hierarchical clustering methodology (i.e., K means)
because centroids have an immediate interpretation
representing the average preference partworths of the
segment’s population and can be readily translated
into optimal recommendations.
Classification. Cluster membership is predicted

based on descriptor variables using CART. The tree
structure conveys both the sequence of questions
to ask (i.e., the sequence of descriptor variables
employed by CART to split the population) and the
optimal recommendations to make (i.e., average pref-
erence partworths of each node’s population).
This integrated approach also has the advantage of

being easily replicable with standard statistical pack-
ages, hence being more readily implementable.
Several researchers have claimed that segment-

ing and pooling similar individuals could improve
predictions for each individual in conjoint analysis
(DeSarbo et al. 2002, 1989, 1992; Green et al. 1993;
Kamakura 1988; Ogawa 1987). Pooling individuals
increases the degrees of freedom of the model, leads
to more stable and accurate partworth estimates, and
prevents the model from overfitting individual-level
data. Bayesian treed regression and stepwise com-
ponential segmentation follow this line of thinking:
They both integrate estimation, clustering, and classifi-
cation, and pool data obtained from similar individu-
als. However, in contrast to the single stage methods
cited earlier, classification is achieved separately and
hence can be used to identify an optimal sequence of
questions.

3.2. Bayesian Treed Regression
The idea behind Bayesian treed regression is to partition
a data set using a tree structure but instead of com-
puting a simple mean or proportion, fitting a different
regression model at each end node (Chipman et al.
2002). Essentially, Bayesian treed regression combines
CART and clusterwise regression within a hierarchical
Bayes regression framework.
Although Chipman et al. (2002) did not develop the

algorithm with conjoint analysis in mind, its appli-
cation to this domain is straightforward. The treed
regression algorithm simultaneously (i) clusters indi-
viduals into nonoverlapping segments (i.e., nodes)
through a tree structure, (ii) pools profile ratings made
by individuals in the same node into a unique regres-
sion model, and (iii) estimates preference partworths

using hierarchical Bayes regression. Because parame-
ters of the conjoint model are computed at the node
level, treed regression avoids the overfitting issue of
individual-level models (unless a single individual
populates a node). Furthermore, segments are formed
on the basis of a sequence of binary splits performed
on descriptor variables. The segments are therefore
perfectly identifiable and, as in CART, the optimal
sequence of questions is naturally embedded in the
solution.
In contrast to traditional tree methods that apply

locally optimal, greedy splitting rules, Bayesian treed
regression tries to achieve global optimality by search-
ing the space of possible trees using Markov chain
Monte Carlo (MCMC) exploration (Chipman et al.
2002). The MCMC algorithm samples from the poste-
rior density of possible trees and results in a stochas-
tic search of the solution space, where most of the
search is concentrated on parts of the space that have
a high probability conditional on the data and prior
specification.

3.3. Stepwise Componential Segmentation
While both CART and Bayesian treed regression
are natural candidates for the design of an optimal
sequence of questions, they may be subject to over-
fitting because each split of the tree retains a smaller
portion of the data set. In addition, data requirements
grow exponentially with tree size.
Several hybrid methods have been proposed to

overcome the heavy data requirements of classic con-
joint analysis and to reduce data collection effort and
time (Green 1984). One of these approaches, compo-
nential segmentation (Green and DeSarbo 1979), explic-
itly incorporates respondent descriptor variables in
the utility function by reexpressing individuals’ pref-
erence partworths as linear combinations of descrip-
tor variables.
We use the following notation:

1..i..I refers to respondents.
1..j ..J refers to profiles rated by each respondent.
1..k..K refers to preference partworths to be esti-

mated by the model, i.e., one per attribute
level (excluding all dummy levels set to
zero for identification purpose), including an
intercept.

1..q..Q refers to respondents’ descriptor variables
such as demographics, intended product
usage, etc.

yij is the preference score given by the ith indi-
vidual to the jth profile.

�i is the vector of preference partworth of the ith
individual (K elements).

Xij is the vector of attribute levels of the jth pro-
file rated by the ith individual (K elements).
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Di is the vector of descriptor variables pertaining
to the ith individual (Q elements).

� is a matrix of parameters to be estimated
(K rows and Q columns). This matrix is not
specific to a particular individual.

We build a traditional conjoint model where pre-
dicted preference scores �y are linear combinations
of preference partworths and attribute levels, �yij =
��i · Xij�, such that they minimize:

SSE =
I∑

i=1

J∑

j=1

�yij − �yij �
2� (1)

Whereas classic conjoint model computes all vec-
tors �i individually, we reexpress:

�i = �� · Di�� ∀ i (2)

and optimize � at the population level. In other
words, we approximate individuals’ preference part-
worths as a linear function of individuals’ descriptors
(Di, a vector of independent variables) and a matrix
of parameters (� ) to be estimated. � elicits and quan-
tifies the statistical relationships between individuals’
descriptors and preferences, and is estimated at the
population level. While in traditional conjoint estima-
tion there are IK parameters to be estimated, there are
QK parameters in componential segmentation, with Q
commonly much smaller than I , hence increasing the
degrees of freedom for estimation.
Although this approach seems natural (one should

expect price sensitivity to be a function of income or
preferences for specific benefits to be linked to demo-
graphics, lifestyle characteristics, or intended product
usage), componential segmentation has had a limited
impact in practice for at least two reasons. First, com-
ponential segmentation “leads only to subgroup util-
ity functions because all respondents with a similar
background profile are assumed to have the same util-
ity function” (Green 1984, p. 156). In other words,
if Di = Dj , then �i = �j : respondents with identical
descriptors are assumed to have identical preferences.
Second, the success of this method depends on

existing correlations between consumers’ characteris-
tics and individual preferences (Wedel and Kamakura
2000). If the latter are only loosely related to observ-
able respondents’ characteristics, results will be weak.
Given the nature and limited amount of information
usually available in segmentation applications, this
requirement can be a serious impediment.
This limitation, however, is much less critical in

a recommender system context because very specific
questions can be asked to online visitors, includ-
ing those pertaining to normally unobservable con-
sumers’ characteristics (i.e., needs, likes and dislikes,

experience, intended product usage), broadening the
range of possible and relevant questions.
In its original format, all information is included

in the componential segmentation model; preference
partworths’ estimation draws on all Q individu-
als’ descriptors. In order to determine an optimal
sequence of questions, we need to adapt the original
algorithm to make it a stepwise procedure as follows.
We assume that Q = 1 (vector of descriptors is of

size 1) and set Di = 	1
� ∀ i (equivalent to an intercept
in linear regression). Hence, � is a vector of size K
and �i = �� ∀ i. � is equivalent to the average prefer-
ence partworths of the population as a whole, which
minimizes SSE.
The vectors of descriptor variables are then aug-

mented by one element �Q′ ← Q + 1� at each step of
the stepwise procedure. The next descriptor included
in the model is the one that minimizes SSE, condi-
tional on the optimization of the new matrix � . As
with the CART algorithm, the selection of the next
most informative descriptor is achieved by testing all
possible descriptors one by one3 as potential candi-
dates to fill the last element of D, and by eventually
adding the one to the descriptor matrix that leads to
the highest incremental improvement. At each step,
the matrix � is augmented by one column, as is the
number of parameters to be estimated by K elements.

A “statistically optimal” stopping rule would be to
test the hypothesis that the last K parameters added
to the model are not different from zero. If this is
true, the new model is no better than the previ-
ous one with K fewer parameters; the last descriptor
is removed and the stepwise procedure stops. This
hypothesis can be tested with an F test, distributed as
FK� I�J−K�Q−1� (Rencher 1995, p. 359).
In practice, however, the large number of degrees of

freedom will make the rejection of the null hypothesis
very unlikely (IJ represents the number of profiles
rated by the total number of respondents, several
thousands in most conjoint studies). Translated into
the context of recommender systems, if this stop-
ping rule were to be applied, the questionnaire sug-
gested by this method would be too lengthy. The
recommender system would keep asking for addi-
tional information as long as it would make statistical
sense, even if improvements in actual recommenda-
tions were marginal.

3 Notice that a Likert question, for instance, can be operational-
ized in different ways. The raw scores can be inserted directly in
the descriptor matrix, thus resulting in a linear structure. Alterna-
tively, the population can be described in terms of binary splits
(e.g., for a Likert 7 question, those who answered 2 or less and
those who answered 3 or more), allowing both linear and nonlin-
ear relationships between consumers’ characteristics and preference
partworths to be used as predictors.
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Therefore, we chose a more practical stopping rule,
stopping questionnaire development when the inclu-
sion of an additional descriptor does not improve the
adjusted R2 (between y and �y) by at least 0.005. We
favor adjusted R2 as a performance metric to take
into account the increasing number of parameters at
each step.
In contrast to the optimal sequence of questions

suggested by the two previous tree-based methods,
stepwise componential regression generates static
questionnaires: Online visitors get the same questions
in the same order, independently of their answers to
previous questions. However, each question selection
is optimized on the entire data set, which is likely to
enhance the robustness of the method and reduce the
risk of overfitting.
In the next section, we report the results of an

empirical study in which we tested the three algo-
rithms described here, cluster classification, Bayesian
treed regression, and stepwise componential segmenta-
tion, as means to build an effective recommender
system. Because this research addresses recommen-
dation quality and efficiency, we use out-of-sample
predictive ability compared to the length of the ques-
tionnaire suggested by each method as our critical
measure of performance effectiveness.

4. Empirical Assessment
4.1. Research Design
We recruited 616 graduate and undergraduate stu-
dents at a large northeastern U.S. university to rate
customized Web pages from a hypothetical university
news portal. We conducted the study electronically
in a controlled lab setting, and the pages to be rated
were displayed on the participants’ computer screen.
The pages were described by five attributes: weather
report, university-related news, general news, busi-
ness news, and value of an online coupon. Attributes
had either two or three levels. Table 1 reports the five
attributes and their levels, as well as the estimated
average preferences in terms of preferred levels4 and
total variance explained, estimated using individual-
level conjoint models.
The study comprised four parts. In the first part,

participants were familiarized with the attributes and
the software system used to collect the data.

4 A level is deemed to be “preferred” as soon as its preference
score is higher than the preference scores of the other levels, even
if this difference is not statistically significant. In the case of the
online coupon, about half of the respondents were mostly indif-
ferent (online coupon captures only 12% of the variance), some
with very low positive values, others with negative values, which
explains why 26% of the respondents are reported to “prefer” the
online coupon with the lowest dollar value.

Table 1 Attributes and Attribute Levels of the Research Design

Preferred Variance
Attribute Levels level (%) explained (%)

Weather report 5-day forecast 60
1-day extended report 40

15

University news General news 51
Sports news 49

17

Online coupon $2.00 26
$4.00 74

12

General news U.S. news only 11
Mix U.S./world 76
World news only 13

29

Business news Stocks news only 8
Mix stocks/general 58
General news only 34

27

Notes. Most respondents prefer a 5-day weather report, general university
news, a $4.00 online coupon, and a mix of both general and business news.
The most important attribute in explaining preferences for particular pages
is the general news attribute.

The second part of the study was a conjoint task,
where respondents rated 21 Web pages, displayed one
at a time on the screen, on a 100-point preference
scale. To select the 21 profiles shown to participants
during the main conjoint task, we built 4 partially
balanced blocks using an orthogonal fractional facto-
rial design, so that news pages evenly spanned the
space of possible combinations and attribute levels
were equally represented. Each participant was ran-
domly assigned to one of these blocks. The order of
the profiles to be rated was randomly rotated within
each block and across respondents.
The third part of the study was a self-administered

questionnaire, with 99 questions on respondents’ socio-
demographics, consumption habits, likes, and dis-
likes. The questions were selected following a pilot
study conducted with 43 students with similar back-
grounds to the study sample, who were asked to
explain the rationale behind their preferences for cer-
tain attributes. Additional questions were also sug-
gested by experts. For instance, one of the questions
retained was whether or not participants owned com-
mon stock, a likely influence on their preferences for
business news. Of the 99 questions, 44 were dichoto-
mous, 7 were multiple-choice questions, and 48 were
Likert-scaled items.
The final part of the study was a holdout exercise,

where respondents distributed 100 points amongst
4 different news pages. We used this part of the study
to assess the out-of-sample accuracy of the recom-
mender systems. We built 20 different news pages
using a fractional factorial design and grouped them
into 5 balanced sets of 4 pages each. We showed
these 5 sets to participants, one at a time (i.e.,
on five different screens), and asked them to dis-
tribute 100 points amongst the 4 different news pages

C
o
p
yr
ig
h
t:

IN
F

O
R

M
S

ho
ld

s
co

py
rig

ht
to

th
is

A
rt
ic
le
s
in

A
dv

an
ce

ve
rs

io
n,

w
hi

ch
is

m
ad

e
av

ai
la

bl
e

to
in

st
itu

tio
na

ls
ub

sc
rib

er
s.

T
he

fil
e

m
ay

no
tb

e
po

st
ed

on
an

y
ot

he
r

w
eb

si
te

,i
nc

lu
di

ng
th

e
au

th
or

’s
si

te
.

P
le

as
e

se
nd

an
y

qu
es

tio
ns

re
ga

rd
in

g
th

is
po

lic
y

to
pe

rm
is

si
on

s@
in

fo
rm

s.
or

g.



De Bruyn et al.: Offering Online Recommendations with Minimum Customer Input
Marketing Science, Articles in Advance, pp. 1–18, © 2008 INFORMS 9

displayed on the screen, with more points indicat-
ing stronger preferences. To increase comparability,
we showed all participants the same five sets of pages
but randomly rotated the order to avoid presentation
effects.
Note that because the chosen product category

(news pages) does not lead to natural cross-attribute
trade-offs, a compensatory preference model such as
conjoint analysis would have little added value in a
real-life setting: An online merchant could simply ask
a few direct questions designed to help them create
their ideal personal news page. Our holdout exer-
cise, however, presents a few limited options requir-
ing respondents to exert trade-offs among attributes;
the ability to measure and predict respondents’ trade-
offs is the essential ingredient in predicting choices,
our key research goal and one thus satisfied by our
setting.

4.2. Analysis
We performed the analysis using tenfold cross-
validation. We randomly split the data into 10 training
sets (N = 554, 90% of the sample) and 10 correspond-
ing testing sets (N = 62, 10%), and ensured that all
individuals would appear in one and only one test-
ing set. We performed data analyses on the training
sets only, that is, we based the sequences of ques-
tions suggested by all three algorithms to make rec-
ommendations exclusively on information available
for the 10 training sets of 554 individuals each. The
respondents in the testing sets were those to whom
recommendations were made. We used the results of
the holdout task of these individuals to assess the
quality of the simulated recommendations. We report
parameter estimates and other results in this sec-
tion from the first cross-validation sample for clarity
and consistency; the performance assessment results
we report in §4.4 are averaged over all ten cross-
validation samples.
For the cluster-classification algorithm, after esti-

mating and scaling the individuals’ partworths, we
grouped respondents into clusters of preferences
using the K means algorithm. We repeated each
K means analysis five times with different starting
values to reduce the risk of local minima, and chose
the optimal number of clusters using silhouette anal-
ysis (Kaufman and Rousseeuw 1990). We found that
6 groups worked best for 8 of the 10 cross-validation
samples, while a 4 and a 5 segment solution worked
best for the other two, respectively. Sensitivity analy-
sis showed that increasing the number of clusters did
not significantly improve the out-of-sample fit for this
method. Table 2 reports the size and average prefer-
ence partworths of the six identified clusters (num-
bered C1 to C6) for the first cross-validation sample.
We built the classification tree using the CART

algorithm and stopped the splitting process when

Table 2 Average Preference Partworths of the Six Identified the
Clusters of Respondents, Labeled C1 Through C6 (First
Cross-Validation Sample)

C1 C2 C3 C4 C5 C6
Attribute Levels N = 114 N = 99 N = 79 N = 63 N = 79 N = 121

Intercept 46�1 15�5 49�9 21�3 75�1 51�0

Weather 5-day forecast (∗)
report 1-day extended −27�0 −1�6 −3�8 20�2 −16�0 −2�7

report

University General news (∗)
news Sports news 10�8 −0�9 −26�0 16�9 −1�2 −13�8

Online $2.00 (∗)
coupon $4.00 3�0 9�8 6�4 7�7 −2�6 −0�3

General U.S. news only (∗)
news Mix U.S./world 10�7 29�6 22�0 11�3 −9�2 4�0

World news only −5�8 10�3 9�6 −8�9 −26�2 −22�3

Business Stocks news only (∗)
news Mix stocks/general 17�5 29�0 −2�5 7�9 −2�6 27�9

General news only 4�0 17�6 3�8 6�2 −2�6 19�1

Notes. A typical member of the fourth cluster (C4) highly values news and
extended weather forecast report but does not care much about the type of
business news displayed or the face value of the online coupon. All types of
general news are okay as long as they contain U.S. news, although a mix
is preferred. Note that a mix of U.S. and world general news dominates the
other general news options for five of these six clusters.

(∗) Dummy levels set to zero.

we reached a minimum node size, and then pruned
it back using the cost-complexity criterion (Breiman
et al. 1984). The final tree had an average depth of
4.0 splits and a maximum depth of 11 splits.
For the Bayesian treed algorithm, given our objec-

tive to require minimal customer input, we set the
four parameters that govern the splitting decisions to
values that favor small trees (� = 0�5, � = 2, c = 1, and

 = 0�404; see Chipman et al. 2002 for discussion). We
ran a sufficiently large number of iterations to assure
the stability of the solution and dedicated one-third
of the training set to develop an internal overfitting
diagnostic. The final tree had an average depth of 4.2
and a maximum depth of 6 splits.
The stepwise componential regression did not

require any parameterization, and tests of the modi-
fications in the adjusted R2 led us to stop the devel-
opment of the model after the second question for all
tenfold cross-validations.

4.3. Out-of-Sample Test Design
We calculated reference partworths for the individ-
uals retained for out-of-sample testing (10% of the
population for each cross-validation) based on the
analysis of the training sample.
For the cluster-classification method, we initially

set probabilities of belonging to each of the clusters
equal to the proportion of that cluster in the in-sample
population. Then, individuals in the testing set navi-
gated the estimated tree based on their answers to the
demographic and product usage questions, and prob-
abilities of their cluster membership were updated
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Table 3 Example of Questionnaire Suggested by the
Cluster-Classification Method and Associated Responses
from the 53rd Respondent

Probability
to belong

Question Answer to cluster 4 (%)

Initial proportion (size of 11�4
the cluster in parent node)

Q1. General [university] news “No” 21�7
is typically more important
to me than [university] sports news.

Q2. With regards to local weather “Agree” 39�3
reports, detailed summaries of
today’s weather is typically more
important to me than a less
detailed five-day forecast.

Q3. In the last month, how many “3 to 6 times” 50�0
times have you eaten at a
restaurant (do not include on
campus restaurants)?

Q4. Have you ever taken a seminar “No” 63�3
or class about the Web or Internet?

Q5. How many men’s home basketball “3” 85�7
games have you attended so far
this season?

Notes. Prior to the first question, the probability of an individual to belong
to the 4th cluster is equal to the proportion of this cluster in the sample,
i.e., 11.4% (63 respondents Out of 555). After 5 questions, the system esti-
mates that this individual has an 85.7% chance to belong to the 4th cluster
and stops asking additional questions. Recommendations are then optimized
based on the prediction of cluster membership. Each question corresponds
to a node in the tree developed by the CART algorithm.

after they answered each question. At each step, their
estimated preference partworths were an appropri-
ately weighted average of the preference partworths
in their assigned cluster. Table 3 reports an example of
how one individual answered the questionnaire and
how his probability of belonging to the fourth cluster
was updated based on his answers.
We applied the same procedure for the Bayesian

treed regression method: Individuals navigated the
estimated tree and their preference partworths were
updated based on their answers. The Bayesian treed
regression provides a different set of estimates for
each end node, making it simple to assign prefer-
ence partworths to individuals when they reach a
final node. For nonfinal nodes, because Bayesian treed
regression optimizes the tree globally and does not
provide intermediate results, we computed interme-
diary partworths as a weighted average of the part-
worths in the remaining, downward nodes of the tree.
For the stepwise componential segmentation

approach, partworths are a direct function of the
questions answered. Table 4 indicates how preference
estimates are updated after the first three questions,
i.e., the table reports � , the parameter estimates, at
each step of the development of the questionnaire.

Before respondents are asked any questions, � is
a vector of eight elements representing the average
preference partworths of the population; after the first
question, � is a matrix of eight columns and two
rows, one row for the intercept and one row for the
contribution of the first descriptor to preference part-
worths, etc.

4.4. Results
Table 5 reports the out-of-sample predictive accuracy
of the three methods in the holdout task, which con-
sisted of dividing 100 points among 4 alternatives.
The first metric (hit rate) reports the frequency with
which each method correctly predicts the participant’s
top choice and indicates the method’s ability to iden-
tify the most likely preferred alternative. The second
metric (correlation) reports Spearman’s rank correla-
tion and is a proxy of the ability of each method to
sort alternatives in order of customers’ preferences.
Both metrics lead to the same conclusions.
As a benchmark, we report the in-sample predic-

tive accuracy of classic conjoint analysis, where we
used ratings from the main conjoint task without
descriptors to predict holdout choices. This method
uses the same respondents for conjoint data (estima-
tion) and holdout data (prediction), whereas the other
three methods use two different populations (training
respondents for estimation and testing respondents for
prediction) and, hence, should be regarded as a fair
benchmark. The conjoint estimates achieved a hit rate
of 0.575 (after 21 questions), an improvement of 130%
compared to chance, and a rank correlation of 0.506.
The stepwise componential regression method,

with a hit rate of 0.592 and a rank correlation of
0.502 achieved after only two questions, dominates
the other methods, both in terms of number of ques-
tions asked and out-of-sample predictive accuracy (hit
rate and correlation), and achieves a predictive accu-
racy not statistically different (p < 0�01) from the one
the full conjoint study achieved after 21 questions (see
Table 5 and Figure 3).
The closest contender to stepwise componential

segmentation is Bayesian treed regression, with an
average predictive accuracy of 0.528 at its end nodes,
reached after 4.2 questions on average. Despite con-
servative parameterization and one-third of the train-
ing set dedicated to overfitting diagnosis, the treed
regression approach suffered from overfitting prob-
lems, as shown in Figure 4: its maximum predictive
accuracy was achieved after only two questions, with
a hit rate of 0.580 and a rank correlation of 0.433, but
it failed to stop the splitting process and its perfor-
mance gradually deteriorated afterward.
These results can be compared to the out-of-sample

accuracy of the stepwise componential segmentation
method after an equal number of questions. Because
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Table 4 Stepwise Componential Segmentation’s Preference Estimates After n Questions. Estimated Elements of Matrix �

Vector of preference partworths(∗)

1-day extended Sports Mix World news Mix stocks/ General news
Step Descriptors Intercept report news $4.00 coupon U.S./world news only general news only

Base 45�4 −7�2 −2�9 3�6 11�8 −8�1 13�5 8�2

Q1 Base 40�4 −8�1 13�4 4�0 10�6 −9�1 10�9 5�8
Descriptor 1�a� +7�5 +1�3 −24�7 −0�6 +1�9 +1�6 +4�0 +3�6

Q2 Base 33�5 7�5 14�0 4�3 10�0 −9�8 9�3 5�1
Descriptor 1 +7�7 +0�9 −24�7 +0�6 +1�9 +1�5 +4�0 +3�6
Descriptor 2�b� +10�7 −24�3 −0�9 −0�6 +1�0 +1�3 +2�5 +1�0

Q3 Base 38�3 4�8 15�4 3�8 10�8 −9�4 8�1 −3�7
Descriptor 1 +8�9 +0�1 −24�2 −0�7 +2�6 +2�0 +3�6 +0�8
Descriptor 2 +11�0 −24�5 −0�8 −0�5 +0�9 +1�5 +2�4 +0�5
Descriptor 3�c� −7�5 +4�4 −2�3 +0�9 −1�6 −1�1 +2�1 +14�6

Notes. Elements in bold are significant at p < 0�05.
(∗)The following attribute levels are set to 0 for identification purpose: 5-day forecast (weather report attribute), general news (university news), $2 coupon

(online coupon), U.S. news only (general news), stocks news only (business news).
�a�Descriptor 1: Update as indicated if respondent answers “yes” to the question “General [university] news is typically more important to me than

[university] sport news.”
�b�Descriptor 2: Update as indicated if respondent answers between 4 (“Disagree”) and 6 (“Strongly disagree”) to the question “With regards to local

weather reports, detailed summaries of today’s weather is typically more important to me than a less detailed five day forecast.”
�c�Descriptor 3: Update as indicated if respondent answers “yes” to the question “General business news is typically more important to me than stock

market news.”

preference partworths are computed on the entire
data set, the method does not overfit the data. In con-
trast, Bayesian treed regression’s estimates are com-
puted at the node level, i.e., on shrinking portions of
the data set, leading to overfitting.
The cluster-classification method, with a hit rate of

0.482, a rank correlation of 0.386, and a much longer
sequence of questions, fares far worse than the other
two methods.

Table 5 Comparison of the Three Methods to Full-Profile Conjoint
Analysis Averaged Over Tenfold Cross-Validation

Bayesian Stepwise
Full-profile Cluster treed componential
conjoint classification regression regression

Predictive accuracy, 57�5 48�2 52�8 59�2
hit rate (%)

Predictive accuracy, 50�6 38�6 43�3 50�2
correlation (%)

Average number of 21 4�0 4�2 2
questions

Maximum number of 21 11 6 2
questions

Incremental gain in 1�5 5�8 6�6 17.1
predictive accuracy,
per question (∗) (%)

Notes. The stepwise componential regression method’s predictive accuracy
is similar (p < 0�01) after two easy-to-answer questions to the predictive
accuracy of classic, full-profile conjoint analysis after 21 profile rating ques-
tions. Cluster-classification and Bayesian treed regression methods are dom-
inated, achieving lower predictive accuracy while requiring a higher number
of questions than stepwise componential segmentation.

(∗)= (predictive accuracy−25%)/number of questions. 25% is what is
achieved by chance.

4.5. The Question Selection Mechanism
For the componential segmentation method, the one
that performed best, a short sequence of questions
achieves the same predictive accuracy as a full classic

Figure 3 Methods Plotted on Out-of-Sample Predictive Accuracy
(i.e., Hit Rate) and Effort Required (i.e., Number of
Questions)

0

5

10

15

20

25
45 50 55 60 65

Higher predictive accuracy → (%)

Lo
w

er
 e

ffo
rt

s 
→

(a
ve

ra
ge

 n
um

be
r 

of
 q

ue
st

io
ns

)

Full conjoint study

Cluster
classification

Bayesian treed
regression

Stepwise
componential
segmentation

Notes. The stepwise componential segmentation, in the upper right corner,
dominates the cluster classification and Bayesian treed regression methods
on both dimensions and achieves a predictive accuracy not statistically dif-
ferent from that achieved by the conjoint study (p < 0�01), with far fewer
questions.
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Figure 4 Out-of-Sample Predictive Accuracy (Hit Rate) of the Three
Competing Methods After n Questions
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Notes. Both stepwise componential segmentation and Bayesian treed
regression achieve excellent predictive accuracy but the latter eventually suf-
fers from overfitting. Notice that the stepwise componential segmentation
algorithm suggests stopping after two questions—Predictive accuracy after-
ward is only reported for comparison purposes.

conjoint study. The method selects those by test-
ing all possible questions (i.e., splits) and retaining
those leading to highest performance improvement.
We analyze the underlying statistical reasons that
make some questions more valuable than others in
predicting preference partworths using a hierarchical
Bayesian model.
We extend the original componential segmentation

modeling framework by using an analogous hierar-
chical Bayesian model. The probability model is the
standard regression model with a normal error, or

yij =d N ��i · Pij��2�� (3)

where =d means equal in distribution and N is the
normal distribution. We assume standard hierarchical
priors, such that

�2 =d IG�Shape�Scale�� (4)

where IG is the inverse gamma density and Shape and
Scale are chosen to reflect vague prior information. In
addition, we assume that

�i =d N �� · Di���� (5)

where each element of the aggregator matrix is a pri-
ori independent and normally distributed, and

�kq =d N ���kq� ��� (6)

with hyper priors which reflect vague prior informa-
tion; a priori the heterogeneity matrix

� =d IWishart�P�n� (7)

is assumed to follow an inverse Wishart distribution
again with vague prior information. Inference about

� and other parameters is obtained using standard
Markov chain Monte Carlo (MCMC) methods; see
Gilks et al. (1996) for a discussion of MCMC methods.
This specification results in a shrinkage model,

where each individual partworth estimate is shrunk
toward an individual specific mean which is the result
of a linear combination of the aggregator matrix and
the descriptor variables, or � · Di. If the descriptor
variables are not individual specific, e.g., Di = 1, then
each individual will have the same mean partworth
value and the model reduces to the standard hierar-
chical shrinkage model. In the context of prediction
and understanding consumer heterogeneity, the fol-
lowing observations are important.
First, the proposed hierarchical model fits into our

overall framework in Figure 1 by allowing us to easily
use descriptor variables to estimate partworths (and
preferences) for the new individuals who are partic-
ipating in the Web dialog. An estimate of the pos-
terior mean of the attractor matrix 	� that has been
formed based on analysis of an ex ante set of conjoint
data can be used to form an estimate of a new indi-
vidual’s partworth, given that we know the descrip-
tor variables Di for that individual by 
�i = 	� · Di. As
with the classic stepwise componential segmentation
approach, this individual-level estimate can be used
to form predicted preference scores �y without asking
the new individual to evaluate a product alternative.
A second observation concerns the size of the

diagonal elements of the heterogeneity matrix �;
the extent to which the descriptor variables explain
individual partworth preferences is reflected in the
amount of observed heterogeneity or in the size of
the diagonal elements of �. These diagonal elements
reflect the variance of the error between the individ-
ual mean partworth, given by � · Di, and the actual
partworth; as these errors decrease or as the individ-
ual mean and actual partworths become closer to each
other, this variance term goes to zero.
Hence, using this Bayesian model, the strength

of the relationship between descriptor variables and
individual partworths can be seen in terms of
the change in the heterogeneity of a partworth
(summarized by the diagonal elements of �), when a
descriptor variable is included in the stepwise com-
ponential segmentation analysis. If the newly intro-
duced descriptor variable helps predict a partworth
for a set of individuals better, then we would expect
the heterogeneity to decrease.
As demonstrated in Figure 5, the heterogeneity for

the partworths change as new descriptor variables
are added (we use the first cross-validation sample
for illustration throughout). It appears that the inclu-
sion of a descriptor question mostly impacts a single
partworth, with the exception of the fourth descriptor
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Figure 5 Heterogeneity (Diagonal of � for the Stepwise
Componential Segmentation Analysis) for Each Partworth as
a Function of the Number of Descriptor Questions That Were
Included in the Analysis

0

50

100

150

200

250

300

350

400

0 3
Number of questions

H
et

er
o

g
en

ei
ty

 (
va

ri
an

ce
 o

f 
p

ar
tw

o
rt

h
s)

1 2 4 5

Intercept
1-Day extended forecast
Sports news
Coupon
Mix US/wolrd news
World news only
Mix stock/general business news
General business news only

Notes. The questions selected by the stepwise componential segmentation
method reduce the heterogeneity of the most heterogeneous partworths.

question. The first descriptor question (“General [uni-
versity] news is typically more important to me than
[university] sport news”) reduces the heterogeneity
of the news partworth by almost 50%. The second
descriptor question (“With regard to local weather
reports, detailed summaries of today’s weather is
typically more important to me than a less detailed
five-day forecast”) reduces the heterogeneity of the
partworth for one-day extended forecast. The third
descriptor question (“General business news is typi-
cally more important to me than stock market news”)
reduces the heterogeneity of the general business
news. These impacts make intuitive sense.
Note that the first question selected helps reduce

the variance of the most heterogeneous partworth
the second question is related to the second most
heterogeneous partworth and so on. Hence, the ques-
tion selection method appears to be an efficient het-
erogeneity reduction mechanism which can be achieved
best when (a) partworth heterogeneity for an attribute
is large in the population, and (b) preferences for
this attribute are correlated to available descriptor
questions.
While heterogeneities continue to decrease as

descriptor questions are added, the predictive power
of the method stops improving after including
the first and second descriptor, for two reasons. First,
the reductions in heterogeneity are much larger for

the first two descriptor questions, suggesting that
they have a larger impact on predicting these indi-
vidual partworths. Second, the remaining partworths
exhibit some attribute correlation with these ini-
tial attributes, reducing the remaining unexplained
heterogeneity.

4.6. Sensitivity Analysis
Stepwise componential segmentation required only two
questions to achieve the same predictive accuracy as a
full, 21-profile rating conjoint study. We now explore
the extent to which such results are sensitive to these
two specific questions. In other words, if we do not
include those items in the initial pool of questions
used to develop the decision aid, how much does
the predictive performance decrease? This question is
critical, because it indicates the extent to which the
method’s ability to recover consumers’ preferences is
sensitive to the initial pool of questions.
Table 6 reports the first four most informative ques-

tions from the entire set retained by the stepwise com-
ponential segmentation method. The elements in the
table indicate the number of times each question
appeared for each cross-validation sample and its
position. Across all cross-validations, the same first
four questions were retained in approximately the
same order.
The four most informative questions are the four

self-explicated items introduced in the questionnaire,
which tap directly into the respondents stated prefer-
ences. Although participants’ answers point directly
to their most preferred features, the ex ante conjoint

Table 6 Questions Selected by the Stepwise Componential
Segmentation Algorithm to Elicit Customers’ Preferences,
Across All 10 Cross-Validations

First Second Third Fourth
question question question question

Question N°48: “With regards to 4 6
local weather reports, detailed
summaries of today’s weather is
typically more important to me
than a less detailed five-day
forecast.”

Question N°56: “General 6 4
[university] news is typically
more important to me
than [university] sport news.”

Question N°71: “National news is 1 9
typically more important to
me than world news.”

Question N°79: “General business 9 1
news is typically more important
to me than stock market news.”

Notes. Question 48 was identified four times as being the most informative
question to ask, and six times as being the second most informative question
to ask.
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analysis was necessary to (a) identify in which order
these questions had to be asked to extract preference
information as efficiently as possible, and (b) iden-
tify the most likely level of respondents’ preferences
for attributes in order to predict respondents’ choices
when they had to choose among different subopti-
mal profiles. Note that the first two most informa-
tive questions pertain to two nondominant attributes,
explaining 15% and 17% of the variance each (see
Table 1). The method identified these two attributes
to be those where respondents could be discriminated
most efficiently. For the three remaining attributes
(face value of an online coupon, general news, and
business news), the method found that offering the
$4 online coupon and a mix of both general news
and business news would satisfy most respondents.
For instance, although 34% of respondents preferred
general business news only and 8% preferred stocks
news only (see Table 1), to offer all respondents a mix
of general business/stocks news would usually incur
a negligible loss in preferences. Hence, incremental
efforts needed to identify those with more marked
preferences for one type of business news were not
justified by the potential small gains in utility, and the
method did not incorporate questions related to this
dimension.
In some applications, either due to lack of domain

knowledge or to lack of data availability, self-
explicated questions may not be available. Figure 6
reports the predictive accuracy of the stepwise com-
ponential segmentation algorithm, either with the full
list of 99 available questions (already reported in Fig-
ure 4) or with a restricted list of 95 questions, of which
self-explicated items had been removed. The method
stops after four questions, with a hit rate of 0.496 and
an average predictive accuracy gain per question of
6.2% (compared to 17.1% for the same method with

Figure 6 Out-of-Sample Predictive Accuracy (Hit Rate) of the
Stepwise Componential Segmentation, with a Full or
Restricted Version of the Questionnaire
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Notes. The method is overly sensitive to the initial pool of questions available
to draw inference about respondents’ preferences.

self-stated preference questions available and 1.5%
for the full conjoint analysis). The restricted pool of
questions has a significantly lower information value
(p < 0�01) and predictive accuracy increases at a much
slower rate, indicating the importance of selecting
good questions.

5. Understanding the Results
In this research, we used the in-sample predictive
accuracy of a full conjoint analysis as a benchmark
to compare the out-of-sample performance of three
different implementations of conjoint-based decision
aids. This benchmark tells how well customers’ pref-
erences can be elicited, and how valuable preference
models used in conjoint analysis can be with respect
to measuring and predicting which products cus-
tomers will prefer.
The stepwise componential segmentation method-

ology required only two questions where full con-
joint required 21, and yet achieved similar predictive
accuracy on both hit rate and correlation performance
metrics. Although this outstanding performance may
seem surprising, it can be explained by considering
the nature of the information that is captured by the
descriptor questions.
Conjoint-based decision aids presented in this

research did not actually generate any knowledge
about respondents’ preferences. This knowledge base
was already available from a sample of the popula-
tion, generated during an ex ante conjoint study. The
role of the decision aid was simply to retrieve the
preferences as efficiently (from a customer’s stand-
point) as possible. This knowledge retrieval process
can be accelerated by exploiting the inefficiencies that
occur in most conjoint studies and that are probably
unavoidable in most practical settings because of:
Unimportant Attributes. If certain attributes are ir-

relevant or unimportant to explain customers’ choices
or for a subset of those customers, the decision aid
may not need to explore the underlying reasons that
drive preferences for such attributes, avoiding sub-
stantial unnecessary data collection.
Dominated Levels. Certain attribute levels might

be dominated, that is, least preferred by most cus-
tomers, hence reducing questionnaire length substan-
tially. For instance, in their decision to buy a laptop,
most customers might be willing to pay extra to have
embedded wireless internet capabilities, and asking
questions about customers’ needs in terms of mobility
might be of no real added value.
Attribute Correlations. While in theory attribute

preferences in a conjoint study should not be corre-
lated, this criterion is rarely achieved in practice. Con-
sequently, well-designed questions could potentially
inform the decision aid of preferences for several
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attributes at once and, in doing so, increase ques-
tionnaire efficiency. For instance, the question “do
you intend to use your computer to play 3D video
games?” may be valuable to simultaneously predict
preferences for screen size, video card quality, proces-
sor speed, speaker system, and so on.
The decision aid can include straightforward, self-

explicated questions (e.g., “do you need your laptop
to be wireless-Internet enabled?”) or even product
specification questions. If no particular product cate-
gory expertise is required to answer such questions or
if customers have this expertise, such questions may
represent the most efficient way to elicit preferences
and make sound recommendations. Such questions
are also often used in current Web-based recommen-
dation systems. However, the system we propose uses
self-stated preferences to weight rather than to screen
alternatives, an approach that offers the following
useful properties.
First, the system will discard self-reported pref-

erence questions about characteristics that either do
not matter (unimportant attributes) or for which the
most likely answer is already known (dominated
levels), while retaining those questions with the high-
est potential impact on predictive accuracy (impor-
tant attributes with high heterogeneity of preferences
in the population), hence increasing questionnaire
efficiency.
Second, even straightforward self-reported prefer-

ences for one attribute might help predict preferences
for other attributes. For instance, a customer who
would state that she “very much” needs a wireless-
Internet enabled laptop might also signal that she
needs a highly mobile computer system. The decision
aid might therefore infer, based on the results of the
ex ante conjoint study, that she will give more pref-
erence weights to smaller, lighter laptops with better-
than-average battery autonomy. The ability to identify

Figure 7 Specific, Self-Reported Preferences Will Have a High Predictive Accuracy on One or a Few Attributes at a Time, While More General
Questions (e.g., Demographics) Will Contribute to Predict Preferences for a Broader Range of Product Characteristics but with Less
Precision

Example 1 Example 2 Predictive
Type of question Laptop, wireless internet Car security accuracy

Product Which option do you prefer? [Wi-Fi modem Which option do you prefer? [2 frontal+ High, specific
specification 110.11 b/c/g+BlueTooth; Wi-Fi modem 4 lateral airbags; 2 frontal airbags only; etc.]

110.11 b/c only; etc.]

Self-reported What wireless internet capabilities do Is the number of airbags a key element
preferences you expect from your laptop? in your decision to buy a car?

[None; � � �Latest technologies] [Not at all; � � �Very much]

Product usage Will you often work on the move How many miles per year will you
with your computer? most likely drive the car?

Demographics What is your profession? Do you have children? Medium-low,
broad

Notes. For instance, the question “Do you have children?” might be a good indicator for airbag preferences but probably less accurate than other, more specific
questions. However, it might also help predict budget constraints, preferences for family cars, etc. Conjoint-based decision aids will select the most appropriate
questions within a specific context.

questions that predict preferences for more than one
attribute at a time could be an important benefit of
such methods and occurs due to correlations in pref-
erences across attributes. The number of such signifi-
cant correlations is likely to increase as the number of
attributes increases, suggesting that the relationship
between the number of attributes and the number
of questions required to elicit preferences might be
concave.
Third, conjoint-based decision aids assign weights

based on the analysis of past customers’ preferences
who answered similarly. They uses those weights
to rank alternatives and offer compromises beyond
self-reported preferences. For instance, a customer
who does not know the laptop market may specify
that he is looking for a computer that weighs less
than 5 pounds and costs less than $500—an unreal-
istic combination at the time of this writing. A clas-
sic specification-based recommender system would
be unable to recommend any product, and would
request the customer to choose which constraints
should be relaxed and with which magnitude until
a nonempty set of recommendations is found; a
conjoint-based decision aid would exploit the results
of the ex ante conjoint study to predict which com-
promise is least likely to affect customers’ preferences
and make recommendations accordingly.
The power of using descriptor questions to esti-

mate an individual partworth is related to the cor-
relation between descriptor questions and partworth
utilities. The relative advantages and disadvantages
of each type of question (from most specific to
most general) are summarized in Figure 7. Self-stated
preferences (e.g., product specification) are likely to
predict preferences for a specific attribute with great
precision while more general descriptors (e.g., demo-
graphics), which influence various choice dimensions,
will be able to predict preferences for a wider range of
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attributes but probably less precisely. Depending on
the context (product category, customers’ expertise,
existing attribute correlations, etc.), the conjoint-based
decision aid will identify certain types of questions as
being more efficient and will use them more often to
design optimal questionnaires and recommendations.

6. Discussion and Conclusions
In their purchase decisions, customers try to improve
decision quality while limiting search efforts. On the
Internet, merchant Web sites have seized the oppor-
tunity offered by the electronic environment to offer
decision aids and recommender systems to their cus-
tomers. These systems help customers make more
efficient use of their search time. In this context, we
have proposed a framework by which companies
can develop recommendation agents that are capa-
ble of providing high quality advice to customers
with minimum input. Specifically, we explored how
the richness of preference models used in traditional
conjoint analysis techniques could be leveraged to
design online decision aids without requiring the
extensive and detailed inputs usually necessary for
these kinds of models. We tested alternative imple-
mentations of the approach and have shown that the
stepwise componential regression method achieved
the same predictive accuracy as a full conjoint anal-
ysis while offering great efficiency gain (predictive
accuracy increased by 17.1% per question, compared
to 1.5% for conjoint analysis).
Our results relied on a single data set in a spe-

cific context; future work should assess the perfor-
mance in predictive accuracy and efficiency that one
can expect to achieve in other contexts. Clearly, to
be applicable at all, the approach requires a multiat-
tribute choice context amenable to conjoint analysis,
and will likely be most appropriate when customers’
choices are mainly driven by objective and identi-
fiable needs and constraints (e.g., computers, video
cameras, cars, financial products, etc.). If alternatives
can not be easily described by a finite set of known
attributes (e.g., books, movies, music), other methods
such as collaborative filtering might remain the most
effective way to make recommendations in those con-
texts. The approach is also likely to be less applicable
where the stability of preferences is low, such as with
fashion goods.
It would be valuable to assess the usability of our

method when the number of attributes and attribute
levels increase. On the one hand, the ex ante con-
joint study would increase in complexity and cost
and the resulting questionnaire would also increase
in length. On the other hand, as the number of
attribute and attribute levels increases, we can expect:
(a) an increasing proportion of attributes of lesser

importance, (b) an increase in the number of dom-
inated levels, and (c) higher correlations among
attributes, three factors that underlie the effectiveness
of our proposed method. Consequently, the relation-
ship between product complexity and questionnaire
length might be concave, enabling our approach to be
effective in such situations.
The pool of questions used is likely to be criti-

cal to the performance of the method. Wedel and
Kamakura (2000) suggest that the success of stepwise
componential regression will mostly depend on the
existing correlations between customers’ descriptors
and individual preference partworths. If these cor-
relations are weak, recommendations will be unsat-
isfactory. We have shown that dropping four key
questions decreased the gains in average incremen-
tal predictive accuracy threefold (from 17.1% to 6.2%).
Stepwise componential segmentation, in particular, works
as a heterogeneity-reduction mechanism, identifying
questions that diminish heterogeneity around cluster
centroids. If such questions can not be identified
(whether because preferences are loosely correlated
with descriptors or because relevant questions have
not been included in the set of questions asked),
heterogeneity around the centroid will remain high
and recommendation quality will not significantly
improve.
In our study, self-explicated questions were the

most informative and the method easily identified
them. This ease of identification might not always
be the case. Self-explicated questions might be too
complex or might lead to poor performance, depend-
ing on the complexity of the product category or the
limited product knowledge or experience of the cus-
tomer. When self-explicated questions are not appro-
priate, other methodologies should be explored to
identify the best questions to include in the question-
naire. Although we used a pilot study and experts,
other methods such as ethnography and observa-
tional research, group/brainstorming sessions and
focus groups, laddering (i.e., means-end chaining),
and scripting and cognitive process interviews should
be studied to see when and why they generate effec-
tive questions.
Both stepwise componential segmentation and cluster

classification methods are locally optimal methods, i.e.,
they select the next most informative question locally.
Much as in stepwise regression, there might be other
sequences of questions that are globally superior to
those selected by these locally-optimal approaches.
Bayesian treed regression, using global search, does not
suffer from this limitation but suffers from overfitting
issues. Amending the proposed method to allow for
global search represents an interesting methodologi-
cal challenge.
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Diehl et al. (2003) and Lynch and Ariely (2000)
have shown that lowering quality search costs can
increase consumers’ price sensitivity. Consequently,
the implementation of a better and easier-to-use rec-
ommendation agent might not lead to an increase
in the firm’s profits. In our context, it might be of
interest to incorporate a company’s cost and profit
structure in our proposed recommender system so
that the decision aid could explicitly weight cus-
tomers’ preferences (i.e., most preferred products)
and firms’ interests (i.e., higher-margin products) in
making recommendations. Such a profit-maximizing
recommender agent would require (a) transform-
ing preference scores into choice likelihood—a rather
straightforward addition given the state of choice
modeling—and (b) the computation of a profit func-
tion for the firm based on products’ characteristics.
This approach might enable a merchant Web site to
make informed, profit-driven product recommenda-
tions to their online visitors.
To enable wide use of methods such as those sug-

gested here, one should consider approaches that do
not require merchant Web sites to conduct regular
ex ante conjoint studies to feed and update their rec-
ommender systems. Other ways to generate a knowl-
edge base should be explored such as hybrid conjoint
methods, rating mechanisms, or unobtrusive online
data collection (where those products browsed and
bought by a given customer are used to build simu-
lated choice-based conjoint data points). For instance,
Weng and Liu (2004) use past purchase data to infer
customers’ preferences for certain features (although
they do not link these preferences to consumers’ pro-
files and, hence, can not make relevant recommenda-
tions to first-time visitors).
Aksoy et al. (2006) have shown that consumers

made much better choices when they used electronic
agents that “thought like people,” both in terms of
search strategy and attribute weights. Kamis and
Stohr (2006) also found that perceived ease of use
of recommender systems influenced decision confi-
dence, perceived usefulness, decision quality, and,
ultimately, acceptance of the electronic agent. Our
conjoint-based decision aids meet these requirements.
Conjoint-based decision aids offer opportunities

both for future research and promising real-life
applications. Given the increasing presence of online
merchant catalogs and the rise of online product cus-
tomization, this type of recommender system might
very well find its place among the suite of alternatives
available to help customers make better and more effi-
cient purchase decisions.
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